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• News stream clustering

• Compare 
• dense vectors
• sparse vectors
• combinations 

• State-of-the-art results

• B-cubed F1 for evaluation

• Integrated into a real system

Overview
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•newsLens [Laban & Hearst, 2017]
• build clusters and storylines for news
• used: keywords, graph, community detection 

• we use vectors instead

• We are inspired by their pipeline

• [Miranda et al., 2018]

• clustered a stream of news articles in English, Spanish and German

• TF-IDF, timestamp

• we use a local graph instead

• We use their dataset

Related Work
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NewsLens Clustering Example



1. identify local topics
• sliding window over time with overlaps 

• using article vectors: TF-IDF, doc2vec, combination

• graph edge if 

• Louvain’s community detection

2. merge long-term topics
• using the mean of all news vectors belonging to the topic

• merge topics if 
• also, use machine learning instead of T1 and T2

Our Model
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Representation

TF-IDF

Doc2Vec

• trained on Signal Media One-million news articles corpus:

• 265,512 blog articles

• 734,488 news articles

• from 93k unique sources

• over a period of one month
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Combined Representations

Combination (unsupervised)

• using T1 and T2

Combination (supervised)

• logistic regression with TF-IDF and doc2vec scores as input

• and whether a pair of articles are in the same cluster in the training data
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Merging Long-Term Topics: Louvain’s Community Detection
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Merging Long-Term Topics: Louvain’s Community Detection



Dataset
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Sebastinao Miranda, Arturs Znotins, Shay B. Cohen, Guntis Barzdins. Multilingual clustering of streaming news. EMNLP’18.

Train
• December 18, 2013 to February 2, 2014
• No time gaps

Test: 
• November 2, 2014 to August 25, 2015
• Gaps as long as 3 months --> need to find long-term topics



Evaluation: BCubed measures

Favor clusterings that
• split a cluster that mixes two categories into two pure clusters 

(cluster homogeneity)

• unify two clusters that contain only items from the same category 
(cluster completeness)

• add an item of a different category to an already noisy cluster 
instead of a pure one

• make small errors in a big cluster rather than a large number of small 
errors in small clusters
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Evaluation Results

Expected: 222 clusters



Discussion: 
Impact of Louvain’s Community Detection
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Discussion: 
DBSCAN vs. Our Model: Miranda&al.-2018 corpus
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Discussion: 
DBSCAN vs. Our Model: Meter Corpus
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Our Clustering Algorithm (w/ TF-IDF) Powers 
Tanbih: https://www.tanbih.org/
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https://www.tanbih.org/
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Summary

• Compared dense vs. sparce vectors

• State-of-the-art results

• B-cubed F1 for evaluation

• Integrated into a real system

Future work

• Improve topic matching
• Cross-language extension

Conclusion and Future Work
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